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ABSTRACT

We briefly describe the primary systems submitted by Team-
50 to NIST 2020 CTS Challenge. In this paper, we report the
performance on the progress set.
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1. INTRODUCTION

The 2020 CTS Challenge focuses on the speaker verification
over conversational telephone speech. We submitted a fusion
result with two single systems. For each system, we introduce
the datasets used, features extraction and their configurations.

2. DATA SETS

The 2020 CTS is the open training condition, thus we used
SRE04-10, SwithcBoard, Mixer6 telephone data, Vox-celeb
1&2 [1, 2] and Librispeech. All data is downsampled to
8KHz. Further, we made data augmentation with MUSAN
[3] and RIR [4] with the twice size of the original data. The
SRE18 and SRE19 [5] are used for adaptation in the backend
strategies.

3. SINGLE SYSTEM

The two systems are training with Pytorch, and their a-
coustic feature are Fbank with Kaldi [6]. The first system
includes a 14-layer FTDNN structure [7, 8] and an AM-
Softmax loss function. The x-vector [9] is extracted from
the 512-dimensional affine component of penultimate layer.
The model is trained with SGD optimizer and an exponential
decay scheduler. The details of FTDNN are as Table 1.

The second system includes a 101-layer Resnet structure
and the AM-Softmax loss function. The relative configures
are the same as the FTDNN model.

4. CONFIGURATIONS

The acoustic feature is a 64-dimensional Fbank with energy.
We made the voiced activity detection (VAD) and cepstral
mean normalization (CMN) firstly. And then we extracted all
chunks based on the chunk length of 200 frames. Each chunk
does not overlap each other. After extracting the x-vectors,
we firstly trained the linear discriminant analysis (LDA) with

the normalized embeddings to reduce the dimensions of the
x-vectors. Subsequently, the probability linear discriminant
analysis (PLDA) [10] was trained with the 150-dimensional
embedding. Finally, the raw scores from the likelihood com-
parison of the PLDA are enhanced with the adaptive symmet-
ric normalization (AS-Norm) [11].

5. RESULTS

The results of the above two systems are as Table 2. The final
submission is adapted from their average fusion.

Table 2. All submissions of Team 50.
system EER(%) min cost act cost
FTDNN 3.33 0.147 0.590
ResNet 3.02 0.162 0.334
Fusion 2.66 0.133 0.258
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Table 1. 14-layer Factorized TDNN Framework

Layer Type
Context
Factor 1

Context
Factor 2

Skip Conn.
from Layer Size

Inner
Size

1 TDNN-ReLU-BN t-2:t+2 512
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7 FTDNN-ReLU-BN t-3,t t,t+3 2,4,6 512 256
8 FTDNN-ReLU-BN t-3,t t,t+3 512 256
9 FTDNN-ReLU-BN t t 3,5,7 512 256

10 FTDNN-ReLU-BN t-3,t t,t+3 512 256
11 FTDNN-ReLU-BN t t 6,8,10 512 256
12 FTDNN-ReLU-BN t-3,t t,t+3 512 256
13 FTDNN-ReLU-BN t t 7,9,11 512 256
14 Dense-ReLU-BN t t 1024
15 Pooling(mean+stddev) Full Seq. 2*1024
16 Dense(x-vector)-ReLU-BN [0,T] 512
17 Dense-ReLU-BN [0,T] 512
18 Dense-AMSoftmax [0,T] Num.Spks.
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